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Abstract—Selection is a fundamental task in exploratory analysis and visualization of 3D point clouds. Prior researches on selection methods were developed mainly based on heuristics such as local point density, thus limiting their applicability in general data. Specific challenges root in the great variabilities implied by point clouds (e.g., dense vs. sparse), viewpoint (e.g., occluded vs. non-occluded), and lasso (e.g., small vs. large). In this work, we introduce LassoNet, a new deep neural network for lasso selection of 3D point clouds, attempting to learn a latent mapping from viewpoint and lasso to point cloud regions. To achieve this, we couple user-target points with viewpoint and lasso information through 3D coordinate transform and naive selection, and improve the method scalability via an intention filtering and farthest point sampling. A hierarchical network is trained using a dataset with over 30K lasso-selection records on two different point cloud data. We conduct a formal user study to compare LassoNet with two state-of-the-art lasso-selection methods. The evaluations confirm that our approach improves the selection effectiveness and efficiency across different combinations of 3D point clouds, viewpoints, and lasso selections. Project Website: https://lassonet.github.io
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1 INTRODUCTION

Vast amounts of 3D point clouds have been collected from various sources, such as LiDAR scanning and particle simulation. Exploratory analysis and visualization of point clouds show benefits in many applications, including astronomy, autonomous navigation, and scene reconstruction. Selection is a fundamental task in exploratory analysis of point clouds. However, designing effective selection for 3D point clouds is challenging, especially when the visualization is projected onto a planar 2D surface [19]. The challenge comes from several perspectives: 1) data: a point cloud often consists of a set of unlabeled points, i.e., no information of what label each point holds; 2) visual-ization: projecting points in 3D space to 2D surface can easily cause occlusion and visual cluttering; 3) interaction: input devices such as mouses and touchscreens operate in a limited 2D space.

Compared to other selection means of picking and brushing, lasso-selection is considered more appropriate for 3D point clouds [43]. The interactive process derives an appropriate subset of points ($P_t$) from a point cloud dataset ($P$), based on a lasso ($L$) input drawn on a 2D surface and the current viewpoint ($V$). This work aims to develop an advanced lasso-selection method for exploring 3D point clouds. We consider that the requirements for such a lasso-selection method include:

- **Efficient**: The method should enable users to complete point selection as soon as possible, for which a necessary condition is that the computation should be finished in a short time.
- **Effective**: The derived subset of points $P_t$ is expected to match with the target points of a user’s intention ($P_1$). Here, we employ Jaccard distance ($d_J$) to measure difference between $P_t$ and $P_1$.
- **Robust**: The method should be robust to variability implied by data (e.g., dense vs sparse), viewpoint (e.g., occluded vs non-occluded), and lasso drawing (e.g., small vs big).

Recently, a number of lasso-selection methods for point clouds have been proposed [30, 42, 43]. The methods can be categorized as structure-aware that depend on characteristics of point clouds, e.g.,

![Fig. 1. LassoNet enables effective lasso-selection of 3D point clouds based on a latent mapping from viewpoint and lasso to target point clouds. LassoNet is particularly efficient for selecting multiple regions (insets 1, 2, 3) in a complex scene (left), since no viewpoint changing is required to select occluded points. Notice here the insets are viewed from different viewpoints.](image)
local point density [30, 42], or context-aware that further take into account the lasso location and shape [43]. All methods employ a heuristic that users intend to select regions of higher local point density, which is valid for astronomical datasets where users are typically interested in galaxy cores [42, 43] or halos [30]. However, many other point clouds do not exhibit this property. In this case, these density-based selection techniques lose their advantages and often select unintended clusters that have higher densities of points than target clusters.

In this work, we approach lasso-selection of 3D point clouds from a new angle: lasso-selection is regarded as a latent mapping function \( f \) between point clouds \( P \), viewpoint \( V \), and lasso \( L \), i.e., \( f(P, V, L) \rightarrow P_c \). We hereby introduce LassoNet, a learning-based approach to seek an optimal mapping based on deep learning techniques. LassoNet integrates deliberated modules to tackle challenges of: (i) data heterogeneity induced by 3D point clouds, viewpoint, and 2D lasso – we associate them using 3D coordinate transformation and naive selection (Sec. 4.1); (ii) generalizability caused by widely ranging number of points and varying point densities – we employ an intention filtering and farthest point sampling (FPS) algorithm (Sec. 4.2). We build a hierarchical neural network to learn local and global features (Sec. 4.3) from a dataset consisting of over 30K lasso-selection records on two different point cloud corpora. Model experiments show that LassoNet can effectively learn the mapping (Sec. 5). We also conduct a formal user study showing that LassoNet advances state-of-the-art lasso-selection methods (Sec. 6).

Our contributions are as follows:

- We develop LassoNet – a deep neural network that models lasso-selection of 3D point clouds as a latent mapping from viewpoint and lasso to point cloud regions. To our knowledge, this is a first attempt of learning-based approach that successfully addresses limitations of existing heuristics-based methods.

- We address the challenges of data heterogeneity using 3D coordinate transformation and naive selection, and generalizability using intention filtering and farthest point sampling. We further build a hierarchical neural network to improve network performance.

- We train LassoNet on a new dataset with over 30K lasso-selection records, and release the code and dataset to enable future studies on lasso-selection of point clouds. A formal user study confirms LassoNet fulfills the efficient, effective, and robust requirements.

2 Related Work

Lasso-Selection for 3D Point Clouds. Selection is a fundamental task in interactive visualization [38]. Designing effective interaction theories and methods is regarded as a main challenge for scientific visualization [19]. Systematic reviews of 3D objects selection techniques can be found in [1, 20]. Specifically, lasso-selection is preferable for interacting with 3D point clouds projected on a 2D surface [43]. An ultimate problem here is how to deduce user-intended region in 3D view frustum from a lasso on 2D surface. Cone/Cylinder-selection [8, 31] is a basic method, which selects all objects within a geometry (i.e., cone or cylinder) extruded from a lasso. The selections can be refined by moving the cone/cylinder [32]. Owada et al. [26] improved volume data selection by segmenting the data according to user-drawn stroke. This idea of deducing regions of user intention based on underlying data characteristics inspired structure-aware lasso-selection methods [30, 42]. A series of dedicated methods were developed, including TeddySelection and CloudLasso [42]. WYSIWYP (‘what you see is what you pick’) technique [37] can be integrated to provide instant feedback [30]. Recently, context-aware methods [43] that further take into account the lasso position and shape were developed.

Limitations of Existing Lasso-Selection Techniques. Conventional CylinderSelection methods select all the points enclosed by the frustum extruded from an input lasso. In case target points are not located in the same area, Boolean operations of multiple lasso-selections are needed. For instance, it is a common task to select both the left and right wings of an airplane. As illustrated in Fig. 2, users can complete the task by either joining the right and left wing regions with union (top), or removing the body part region from a larger selection with subtraction (bottom). In a more complicated scenario, e.g., to select yellow target points in a more complex scene as in Fig. 1, users need to draw multiple lassos from different viewpoints. Much time will be spent on finding a suitable viewpoint for each target.

CAST [43] have been developed for making 3D point cloud selections more intuitive and efficient. The main idea of CAST family techniques is to infer a user-intended selection region based on properties of point clouds and lasso drawings. They employ a series of heuristics based on density information. Therefore, CAST is particularly effective for selections in 3D point cloud datasets with varying point densities, for instance, astronomy simulations of galaxy collisions and N-body problems. However, not all 3D point clouds, e.g., ShapeNet and S3DIS datasets studied in this work (see Sec. 5), exhibit this property. Taking the airplane (Fig. 2) extracted from ShapeNet for an example, all parts share almost the same point density. CAST hereof will perform similarly to CylinderSelectionL: all points within the frustum extruded from a lasso will be selected.

To make lasso-selections more robust and efficient, we should go beyond scalar properties of point density. One possible solution is to add more intrinsic features of point clouds, such as heat kernel signature [4, 34]. Nevertheless, the approach would need tremendous trial-and-error processes to find suitable parameters (which may not even exist). Instead, we opt to learning-based approach, as we envision that a deep neural network can effectively capture intrinsic features of point clouds, and eventually learn an optimal mapping \( f(P, V, L) \).

Deep Learning for Interaction. Recent years have witnessed the burst of deep learning techniques, benefiting many fields such as image process and natural language processing. The visualization community has also been contributing to deep learning. On the one hand, many visualization systems have been developed to open the black box of deep learning models through visual understanding, diagnosis, and refinement [15, 22]. On another hand, emerging researches have employed deep learning to address domain-specific tasks, such as to classify chart types [18], to measure the similarity between scatter-plots [23], and even to perceive graphical elements in visualization [11]. The community has also conducted several pieces of research on exploiting deep learning techniques to facilitate user interactions. Fan and Hauser [6] modeled user brushing in 2D scatterplot as an image, which can be handled by a convolutional neural network (CNN) to predict selected points. The method greatly improves selection accuracy, meanwhile preserves efficiency. Han et al. [13] developed a voxel-based CNN framework for processing 3D streamlines, by which clustering and selection of streamlines and stream surfaces are improved.

Inspired by them, we also model lasso-selection of 3D point clouds using deep learning. However, in our case, point clouds are distributed in 3D space. Thus CNNs (e.g., [6]) designed for 2D images are not feasible. Point clouds datasets exhibit great diversity, e.g., sparse vs dense, balanced vs imbalanced density. Voxel-based neural network [13] that divides the volume into a low resolution of 64³ voxelization can dramatically reduce prediction accuracy. Instead, we employ a feature-based deep neural network (DNN) that has becoming more popular for processing 3D point clouds.
Deep Learning for Point Clouds. Point cloud is a special type of 3D geometric data that can be processed by deep learning [36]. Based on how to model 3D shapes into CNN processable units, prior researches can be categorized as: Volumetric CNNs (e.g., [25, 39]) convert a 3D shape into voxels and apply a 3D CNN over voxels, which faces a critical problem of sparsity, especially for processing non-uniformly distributed point clouds. Multiview CNNs (e.g., [29, 33]) render 3D shapes into 2D images from multiple viewpoints, and then apply 2D CNNs to analyze them. However, in this work viewpoint is a parameter in the latent mapping that we expect the network to learn. Spectral CNNs (e.g., [3, 24]) learn geometric features defined on 3D manifold meshes, which however, are not easy to construct from 3D point clouds. Many studies (e.g., [7, 10]) have employed feature-based DNNs that convert 3D data into a vector and apply fully connected network to classify the shape. This approach can be seamlessly integrated with shape features, making it popular for processing 3D shapes now.

However, it is extremely challenging to build a suitable DNN for point clouds, as too many features can be derived from enormous points. Qi et al. [27] successfully addressed the challenge with PointNet, which consists of multiple layers of feature transformation, multi-layer perceptron, and max pooling. Based on PointNet, they further developed a hierarchical neural network [28] that improves the prediction accuracy. Recently, a series of follow-up works (e.g., [16, 21, 40]) were conducted including camera position and direction, field of view (FOV), and perspective/orthogonal projection. When a visualization starts, FOV and projection type are usually fixed. Users can control the viewpoint by translating and rotating the camera. Before drawing a lasso on the screen, users tend to find an optimal viewpoint that minimizes occlusion for the target points.

Lasso (L): A lasso L can be represented as an ordered list of points \( \{ \mathbf{v}_{\text{iscn}} := (u^{\text{iscn}}_i, v^{\text{iscn}}_i) \}_{i = 1}^{m} \), where \( u^{\text{iscn}}, v^{\text{iscn}} \) indicate position of a point \( \mathbf{v}_{\text{iscn}} \) in a 2D screen space \( \mathbb{R}^2_{\text{iscn}} \). The lasso L meets two requirements: 1) Closed: In case the user-drawn stroke is not closed, we enclose it by connecting its start \( (u^{\text{iscn}}_1, v^{\text{iscn}}_1) \) and end \( (u^{\text{iscn}}_m, v^{\text{iscn}}_m) \). 2) Non-self-intersecting: In case the input stroke self-intersects, we pick its largest closed part starting and ending at the intersection.

In this work, we regard lasso-selection as a mapping \( f(P, V, L) \) that retrieves a subset of points \( P_i \subseteq P \) based on the current viewpoint \( V \) and lasso drawing \( L \). To be effective, the mapping function \( f \) should minimize difference between \( P_i \) and target points \( P_t \), i.e.,

\[
\arg\min_{f} \{ d_f(P_i, P_t) \} \quad (1)
\]

Meanwhile, we would also like the selection to be efficient, which requires the method should be fast enough for fluid interaction, and robust, i.e., the performance remains effective and efficient over various conditions of point clouds (P), viewpoints (V), and lassos (L).

4 LASSONET

LassoNet pipeline (Fig. 3) consists of three main stages:

1. Interaction Encoding. A primary challenge for this work is implied by data heterogeneity, i.e., to associate viewpoint and lasso information with point cloud. We address the challenge by 3D coordinate transformation that transforms point cloud from object space to camera space, and naive selection that filters a subset of point cloud through CylinderSelection.

2. Filtering and Sampling. The next challenge is to address scalability issue implied by great variability of point clouds (e.g., dense vs sparse) and lasso selection (e.g., small vs large). We employ first an intention filtering mechanism that filters points within an intention area, and then a farthest point sampling (FPS) algorithm that divides dense point clouds into partitions.

3. Network Building. Lastly, we build a hierarchical neural network to learn a latent mapping between point cloud, viewpoint, and lasso. This network structure is inspired by PointNet++ [27, 28] that achieves good performance for segmenting non-uniformly distributed and varying density point clouds.
To couple point clouds with viewpoint and lasso information is a prerequisite before we can train a DNN model. We achieve this in two steps, as illustrated in Fig. 3(b):

1. **3D Coordinate Transformation**: The viewpoint is determined by many factors, including camera position and direction, FOV, projection type, etc. The information not available in point clouds, from which we only know point positions in 3D object space $\mathbb{R}^3_{\text{obj}}$.

We encode viewpoint information by transforming coordinates of all point clouds from $\mathbb{R}^3_{\text{obj}}$ to camera space $\mathbb{R}^3_{\text{cam}}$. The transformation can be computed following the graphics pipeline. Specifically, when a user draws the lasso, we record the current position and rotation of the camera, forming a $4 \times 4$ projection matrix. We then derive position of a point in the camera space $\mathbf{p}_{\text{cam}}$ by multiplying the projection matrix with original position $\mathbf{p}_{\text{obj}}$.

2. **Naive Selection**: The next question is how to associate a lasso with the point cloud. Notice that the lasso $L$ consists of an ordered list of points in 2D screen space $\mathbb{R}^2_{\text{scn}}$, while the point cloud has been transformed to 3D camera space $\mathbb{R}^3_{\text{cam}}$.

As indicated in Fig. 3(b), we associate lasso information with the point cloud using a naive lasso selection method. First, we extrude a lasso $L$ in the 2D screen space to a frustum $F$ in 3D camera space, based on the current viewpoint and screen parameters. Now both point cloud and lasso are transformed to camera space $\mathbb{R}^3_{\text{cam}}$. Thus we can check if a point $\mathbf{p}_{\text{cam}}$ is located inside $F$. We append a binary value $w^i$ to indicate if $\mathbf{p}_{\text{cam}}$ falls in $F$: 1 for inside (red points inside Fig. 3(b)), and 0 for outside (blue points in Fig. 3(b)).

After these, each point $\mathbf{p}_{\text{obj}}$ is modeled as $\mathbf{p}_{\text{cam}} := (x_{\text{cam}}^i, y_{\text{cam}}^i, z_{\text{cam}}^i, w^i)$, where $x_{\text{cam}}^i, y_{\text{cam}}^i, z_{\text{cam}}^i$ indicate position in camera space $\mathbb{R}^3_{\text{cam}}$, and $w^i$ indicates if the point falls inside the frustum $F$ extruded from a lasso.

### 4.2 Filtering and Sampling

To cope with varying scales implied by point cloud and lasso selection, one simple approach is to add more neurons of a neural network, i.e., scaling up the network width. This, however, will greatly increase the computation time and wreck interactive response. Instead, we employ a filtering-and-sampling approach as in Fig. 3(c):

1. **Intention Filtering**: We would like to filter out points which users definitely have no intention to select. We employ a heuristic that points distant from the lasso are less intended and can be filtered out. Ideally, the intention can be measured as a parabolic function based on distance to the lasso.

However, it can be inefficient to compute all point distances to a lasso. Instead, we implement a method that is much simpler, yet gives results as good as the parabolic one. When users draw a lasso on the 2D surface, we first find the lasso’s bounding box (yellow dashed rectangle in Fig. 3(c)). We then expand the box 1.2 times outwards (solid purple rectangle in Fig. 3(c)), since the points slightly outside the lasso could also be the intended targets. Points falling outside the expanded box are filtered out.

2. **Farthest Point Sampling (FPS)**: Intention filtering can reduce the amount of points in a great extent. However, in cases that the point cloud is dense or the lasso selection is big, there can still be too many filtered points to fit into a single GPU memory. To cope with these situations, we further employ a downsampling algorithm of FPS which can reduce the number of points meanwhile effectively preserve the convex hull of filtered points [5]. Here, we iteratively split the filtered points into multiple partitions, with each partition consisting of up to three (FPS) points. All partitions are fed to the network for selection prediction. The predictions of all partitions will be combined together as the final output.

By these, a point cloud is divided into multiple partitions, each of which consists of a set of sample points $\{\mathbf{p}_{\text{cam}}^i := (x_{\text{cam}}^i, y_{\text{cam}}^i, z_{\text{cam}}^i, w^i)\}_{i=1}^{\text{thr}(\text{FPS})}$.

### 4.3 Network Building

Filtering and sampling step ensures the amount of points is manageable by a neural network in real-time. This, however, can greatly affect the prediction accuracy, which is then addressed by a hierarchical design of neural network as shown in Fig. 4. A core component here is PointNet (PN) [27], which directly consumes an unordered list of points and outputs a representative feature vector. As illustrated in Fig. 4(a), PN first employs a group of fully connected (FC) layers to map each point into a high-dimensional space. The FC layers share parameter weights to reduce the number of parameters and accelerate network convergence. Finally, a pooling layer is used to aggregate the high-dimensional features and output a feature vector that can be regarded as the signature of the input point cloud.

However, the pooling layer in PN only remains the **global** information of the whole point cloud. The relationship between a point and its **local** neighborhood is missing, which is not desired since it decreases the prediction accuracy. Alternatively, we employ abstraction and propagation hierarchical structures as in PointNet++ [28] to generate features of both local and global information.
We choose two point cloud corpora that have been widely used in many applications, e.g., robotics and scene reconstruction. The first one is ShapeNet [41], containing in total over 16K point clouds of CAD models in 16 categories (e.g., airplane, car, bag). Each point cloud consists of several thousand points and point densities from 10K to 6M points/m². The points are divided into two to six parts, e.g., an airplane is divided into body, wing, engine, and tail. The second corpus is Stanford Large-Scale 3D Indoor Spaces (S3DIS) dataset, containing 272 point clouds collected by high-resolution 3D scanning of rooms. The point clouds exhibit a wide range of point numbers from 60K to 3M, and point densities ranging from 0.2K to 60K points/m². The points are also divided into parts, e.g., chair, table, and floor.

To improve the quality of annotation, we first filter out points in the following cases: i) The whole point cloud consists of only one part, e.g., laptop and skateboard point clouds in ShapeNet; ii) The points occluding the view heavily, e.g., ceiling points in S3DIS datasets. Nevertheless, even after filtering, there are still too many point clouds in ShapeNet. Thus, we further randomly select 15% from each category. After filtering and sampling, we retrieve 2,332 point clouds in 14 categories from ShapeNet, and 272 point clouds from S3DIS.

### 5.2 Lasso-Selection Annotation

We recruit 20 professional annotators to generate lasso selection records on the point cloud corpora. The annotation is done on a web-based visualization platform that renders target points in yellow and interfering points in blue with a fixed FOV of 60 (see Fig. 5). For each point cloud, we randomly allocate one part (e.g., wings of an airplane, or a table in a room) as the target, and the others as interfering points. The platform supports 5-DOF navigation using mouse input.

The annotators are asked to enclose target points by drawing an appropriate lasso (see red lassos in Fig. 5) from a good viewpoint. Then, the target points inside of the lasso are highlighted to indicate how successful the selection is. Thus, for each set of target points, no matter the points are separated or not, we allow for only one lasso selection. Taking the airplane in Fig. 5 for an example, to select both wings, users are allowed to draw a lasso from different viewpoints as in the first two subfigures, but not to draw two lassos. We encourage the annotators to complete the selection as good as possible, so we do not set an explicit time limit in the annotation. When an annotation is finished, a backend process will record information of point cloud id, target points ids, current camera position & direction, and lasso drawings. To ensure annotation quality, we clean up records that cover less than 70% of the target points or more than 80% non-target points.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Point Clouds</th>
<th>#Targets</th>
<th>#Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>ShapeNet</td>
<td>2,332</td>
<td>6,297</td>
<td>19,432</td>
</tr>
<tr>
<td>S3DIS</td>
<td>2,72</td>
<td>4,018</td>
<td>12,944</td>
</tr>
</tbody>
</table>

Table 1 presents statistics of lasso-selection records. In total, we have collected 19,432 lasso-selection records for 6,297 different parts of target points in ShapeNet point clouds, and 12,944 records for 4,018 different parts of target points in S3DIS point clouds. Figure 5 presents some examples of the annotations, which exhibit a wide range of diversities in: 1) point cloud in terms of the whole (e.g., airplane, bag, rooms) and target points (e.g., airplane wings, table, chair); 2) viewpoints in terms of camera position (close by vs far away) and angle (e.g., top, bottom, side); 3) lassos in terms of position and shape.

### 5.3 Network Training

Following conventions in machine learning, we randomly split annotations records by point clouds into 9 : 1 for training and testing. In this way, point clouds for testing do not appear in the training set. This yields 2,092 out of 2,332 point clouds from ShapeNet, and 242 out of 272 from S3DIS for training.

**Loss function.** Since our task can be formulated as a per-point binary classification problem (i.e., selected vs non-selected), we adopt a cross entropy loss function to train LassoNet. For a training record, we calculate the loss on each point and then average the losses over all points to update the network by a backward propagation algorithm. The loss for each training record can be calculated as:

\[
\mathcal{L} = -\frac{1}{n} \sum_{i=1}^{n} \left( \theta_0 s^i \log(p^i) + \theta_1 (1-s^i) \log(1-p^i) \right),
\]

where \(n\) is the number of points in a training point cloud \(P := \{p_{i}^{t}\}_{t=1}^{n}\), \(s^i\) is a binary value indicating the ground-truth status of a point \(p^i\): 0 for interfering points, and 1 for target points. \(p^i\) is the probability value of \(p^i\) predicted by LassoNet. To improve robustness of LassoNet on point clouds with extremely imbalanced numbers of target and interfering points, we add \(\theta_0\) & \(\theta_1\) to control weights of the two classes. Specifically, the interfering points are usually much more than target points in S3DIS annotations, thus we set \(\theta_0 = 4\) and \(\theta_1 = 1\). In contrast, \(\theta_0\) & \(\theta_1\) are both set to 1 in ShapeNet.

**Hyper parameters.** There are two hyper parameters that play important roles in LassoNet, namely, threshold of FPS (FPS), and size of a group size (g) in network building (Sec. 4.3).
We hypothesis this is because S3DIS annotations are more diverse than ShapeNet annotations. To validate the hypothesis, we conduct further evaluations from the following perspectives: ShapeNet and S3DIS annotations.

- **Scene complexity.** We quantify scene complexity using the number of parts in a point cloud. Point clouds in ShapeNet contain a limited number of parts (≤ 6), while S3DIS point clouds usually consist of tens of parts. Figure 6 compares CylinderSelection and LassoNet over variations of scene complexity. On the left, average \(d_f\) are measured for ShapeNet annotations divided into groups of [0, 10], [10, 20], [20, 30], [30, 40], and [40, +∞] parts. Again, \(d_f\) for CylinderSelection remain high in all cases, while LassoNet remains low around 0.2. Surprisingly, we notice that when the number of parts exceeds 40, \(d_f\) of CylinderSelection drops, while LassoNet increases.

\[d_f(P, R) = 1 - \frac{|P \cap R|}{|P \cup R|} = 1 - \frac{|P \cap R|}{|P| + |R| - |P \cap R|} \tag{3}\]

We further include \(F1\) score that is often used in measuring binary classification performance. \(F1\) is measured upon true positive (TP = \(|P \cap R|\)), false positive (FP = \(|P - P \cap R|\)), and false negative (FN = \(|R - P \cap R|\)): \(F1 = 2TP/(2TP + FP + FN)\). In general, \(F1\) score tends to measure average performance, while \(d_f\) tends to measure the worst case performance. Both \(d_f\) and \(F1\) are in the range of [0, 1], where 0 indicates best performance for \(d_f\) but worst performance for \(F1\), and vice versa.

We compare LassoNet with CylinderSelection - a basic lasso-selection method for 3D point clouds. Table 2 presents the comparison results on the testing annotations from ShapeNet and S3DIS separately. Overall, LassoNet achieves much better performance than CylinderSelection on both annotation datasets in terms of both \(F1\) score and \(d_f\). Specifically, we notice that the performance of CylinderSelection drops much on S3DIS annotations, while LassoNet only drops a bit. We hypothesis this is because S3DIS annotations are more diverse than ShapeNet annotations. To validate the hypothesis, we conduct further evaluations from the following perspectives:

- **Task complexity.** We quantify task complexity using the percentage of target points in a point cloud. Big targets (i.e., higher percentage) are typically easier to select than small ones (i.e., small percentage). Figure 7 shows the comparison results. Targets in ShapeNet are occupying higher percentages than those in S3DIS. We divide ShapeNet annotations into 5 equal ranges, and measure the average \(d_f\) as presented on the right. As expected, \(d_f\) of both CylinderSelection and LassoNet drop when the percentage of target points increase. The same trend can be observed for CylinderSelection on S3DIS annotations, as shown Fig. 7(left). Since the scene is much complex, we divide the annotations according to target point percentages in the range of \([0, 1\%], [1\%, 2\%], [2\%, 3\%], [3\%, 4\%], [4\%, +∞]\). In contrast, we can see that LassoNet achieves stable and better performances across the five groups.

**Time performance** is another criterion for lasso selection techniques. Table 2 also presents a comparison of time costs for CylinderSelection and LassoNet on ShapeNet and S3DIS annotations. Here, CylinderSelection is implemented in WebGL with average time costs of 16.67ms for ShapeNet and 18.86ms for S3DIS. LassoNet requires additional times for network computation, which adds up to 20.47ms and 69.46ms for ShapeNet and S3DIS, respectively. The increments are reasonable given that point clouds in S3DIS contains hundreds of times more points than those in ShapeNet. The time costs are also comparable with state-of-the-art lasso-selection methods such as CloudLasso [42]. Nevertheless, time costs for accomplishing accurate selection tasks of LassoNet are actually less than those of CylinderSelection and CAST, see Fig. 10 and Sec. 6.3 for details.

**Implementation Details.** Adam optimizer is used to optimize the loss of the model. We choose 0.9 for the momentum and 1e-3 for initial learning rate, which is reduced by half per 50 epoch. To avoid overfitting, we employ batch normalization with a decay rate starting from 0.5 and exponentially grows to 0.99, and dropout with keep ratio of 0.7 on the last FC layer. The models are implemented using TensorFlow and run on a server equipped with four NVIDIA GTX1080Ti graphics cards. Each training process contains 200 epochs.

### Table 2. Performance of CylinderSelection and LassoNet on ShapeNet and S3DIS annotations.

<table>
<thead>
<tr>
<th></th>
<th>ShapeNet</th>
<th></th>
<th>S3DIS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(d_f)</td>
<td>(F1)</td>
<td>Time (ms)</td>
</tr>
<tr>
<td>Cylinder</td>
<td>0.28</td>
<td>0.84</td>
<td>16.67</td>
</tr>
<tr>
<td>LassoNet</td>
<td>0.08</td>
<td>0.95</td>
<td>20.47</td>
</tr>
</tbody>
</table>

Fig. 8. Jaccard distances of CylinderSelection and LassoNet measured upon scene complexity.

Fig. 7. Jaccard distances of CylinderSelection and LassoNet measured upon task complexity.
Underfitting and overfitting are critical challenges in machine learning [9]. Underfitting occurs when the model cannot fit the training set, while overfitting occurs when the model fits the training set well but fails to fit the testing set. In network training stage, we have adopted multiple strategies, including dropout, weight decay, and batch normalization, to avoid the issues. Nevertheless, to further investigate whether these issues occur, we examine $d_1$ per epoch in the training and testing processes, which are plotted as blue and red lines as shown in Fig. 8, respectively. From the figures, we can notice that $d_1$ in training process decreases rapidly and smoothly, and $d_2$ in the testing process also decreases with a small gap between that in the training process. The observations confirm that our model does not suffer from underfitting and overfitting problems.

6 User Study

In reality, users typically complete selection of target points using a sequence of lassos. To cope with this fact, we conduct a formal user study to further evaluate the performance of LassoNet in comparison with two lasso-selection methods of conventional CylinderSelection and SpaceCast – a state-of-the-art density-based selection technique. SpaceCast is chosen since it is the only method in the CAST family that is able to select a part of the cluster in case there is no density variation (such as two wings of an airplane). Here, we allow users to refine a selection using Boolean operations of union, intersection, and subtraction for all three interactions.

This section reports quantitative results of the study in terms of efficiency measured as completion time, and effectiveness measured as Jaccard distance. By comparing efficiency and effectiveness over different datasets, we further evaluate robustness of LassoNet.

6.1 Experiment Design

Participants: We recruited 16 participants (9 males and 7 females) in the study. 13 participants are students from different disciplines such as computer science and biochemistry, while the other three are research staff. All participants had at least a Bachelor’s degree. The age of the participants ranges from 22 to 29, with the mean age of 24.69 years ($SD \pm 1.78$). All participants reported to be right-handed. Four participants had experience of working with point clouds. Three participants had experience of manipulating 3D objects, and they are familiar with basic 3D interactions, including rotation and zoom-in/-out. All participants completed the experiments in about 90 minutes.

Apparatus and Implementation: Testing datasets from ShapeNet and S3DIS were converted into a data format of point positions. A web-based visualization is developed for LassoNet, while CylinderSelection and CAST are running on CAST application developed by the authors. To eliminate bias caused by rendering effects, we adopted the same computer with two lasso-selection methods of conventional CylinderSelection, SpaceCast, and LassoNet on three datasets.

Task and Procedure: The task was to select target points marked in orange while avoiding interfering points marked in blue. Selected points would be marked in red. In CylinderSelection and SpaceCast, the participants were allowed to refine the selections by three Boolean operations: union, intersection, and subtraction, in case they were not satisfied with the results. The participants were reminded that completion time is also an evaluation metric. So they were expected to complete the tasks as soon as possible in case they were satisfied with the results. The participants could take a 5-minute break when they felt tired.

Before actual experiments, we explained to the participants about the principles of the next lasso-selection method. We demonstrated how to change the viewpoint, draw lassos, and select the target points on the screen. To ensure the participants fully understood the interactions, they were asked to practice with three training datasets. In the training trials, we gave the participants as much time as they needed. To suppress learning effects gained from previous assignments, we assigned a sequence of lasso-selection methods pseudo-randomly to each participant. When participants felt satisfied with the results, they proceeded to the next task by pressing a Submission button, and a backend process automatically recorded the completion time and accuracy for the current task. In the end, the participants were asked to complete a questionnaire for user feedback on their satisfaction of each method.

6.2 Hypotheses

We expected LassoNet would outperform CylinderSelection on all three datasets in terms of completion time and Jaccard distance. We also expected LassoNet would achieve similar performance with SpaceCast on D3, while better performances on D1 and D2 which do not have varying point density. Moreover, since CylinderSelection does not require any additional computation, we expected that CylinderSelection would achieve similar performance on all three datasets.

- **H1**: LassoNet would be more efficient, i.e., less completion time, than CylinderSelection on all datasets (H1.1). Compared with SpaceCast, LassoNet would be more efficient on D1 & D2, while equally efficient on D3 (H1.2).

- **H2**: LassoNet would be more effective, i.e., smaller Jaccard distance, than CylinderSelection on all datasets (H2.1). Compared with SpaceCast, LassoNet would be more effective on D1 & D2, while being equally efficient on D3 (H2.2).

- **H3**: CylinderSelection would be the most robust, i.e., similar completion times (H3.1) and Jaccard distances (H3.2), on all three datasets. LassoNet would be more robust than SpaceCast.
6.3 Quantitative Results

We collected in total 432 records (16 participants × 3 techniques × 9 assignments) from the user study. Figure 10 presents a comparison of mean completion time (left), Jaccard distance (right), and their 95% confidence intervals for each technique conducted on each dataset. At noticed, LassoNet outperformed CylinderSelection on both completion time and accuracy. LassoNet also achieves better performance than SpaceCast on D1 & D2, and similar performance on D3.

We performed a two-way ANOVA (3 techniques × 3 datasets) on both completion time and Jaccard distance. Before the analysis, we first confirmed that all results of completion time and Jaccard distance in each condition follow normal distribution using a Shapiro-Wilk test. Prerequisites for computing ANOVA are fulfilled for the hypothesis. All hypotheses are confirmed by the analyses. Below we report details of individual analysis.

Completion Time. As expected, selection technique had a significant effect on completion times ($F_{2,429} = 82.73, p < .0001$). Average completion times (Fig. 10(left)) are 37.34s for CylinderSelection (SD = 18.74), 27.14s for SpaceCast (SD = 17.72), and 15.49s for LassoNet (SD = 7.81). Post-hoc tests using Bonferroni correction indicate that LassoNet is significantly faster than both CylinderSelection ($p < .0001$) and SpaceCast ($p < .0001$). Through more detailed probes, we found that LassoNet was significantly faster than CylinderSelection ($F_{1,47} = 69.62, p < .0001$), ($F_{1,47} = 61.51, p < .0001$), ($F_{1,47} = 39.60, p < .0001$) on D1, D2, and D3, respectively. This confirms the hypothesis H1.1. We also found that LassoNet was significantly faster than SpaceCast ($F_{1,47} = 72.28, p < .0001$) on D1, and ($F_{1,47} = 28.28, p < .0001$) on D2. No significant difference is observed for LassoNet and SpaceCast on D3 ($F_{1,47} = 2.30, p = 0.13$). This further confirms the hypothesis H1.2.

We checked effects of dataset on completion time. Using Bonferroni correction test, we found that dataset shields a significant effect on SpaceCast ($F_{2,141} = 31.72, p < .0001$), while no significant effect on CylinderSelection ($F_{2,141} = 1.91, p = 0.15$) and LassoNet ($F_{2,94} = 1.91, p = 0.008$). This result confirms the hypothesis H3.1.

Jaccard Distance. We repeated ANOVA tests on Jaccard distance (Fig. 10(right)), by which significant effects imposed by selection techniques were observed ($F_{2,429} = 29.77, p < .0001$). LassoNet achieved a much lower mean Jaccard distance of 7.65% (SD = 6.94), in comparison with CylinderSelection (mean = 14.44%, SD = 11.61) and SpaceCast (mean = 17.95%, SD = 14.68). LassoNet is significantly more effective than CylinderSelection on all three datasets ($F = 36.38, p < .0001$), which confirms the hypothesis H2.1. Compared to SpaceCast, LassoNet is slightly more but not significant ($F=1.87, p=0.18$) error-prone on D3, whilst it is significantly effective on D1 ($F = 72.28, p < .0001$) and D2 ($F = 28.28, p < .0001$). These results confirm H2.2.

Though not significant, CylinderSelection achieves the most consistent Jaccard distances on different datasets ($F_{2,141} = 3.52, p < .05$), in comparison to SpaceCast ($F_{2,141} = 32.60, p < .0001$) and LassoNet ($F_{2,141} = 10.73, p < .0001$). Nevertheless, LassoNet is more stable than SpaceCast. Hypothesis H3.2 hereof is confirmed.

6.4 Qualitative User Feedback

We also collected qualitative user feedback from the participants after the user study. 13 out of 16 participants prefer LassoNet, due to its simplicity to learn and to use. One participant stated that “a person knowing how to control mouse should feel no difficulty in lasso-selection”. They also appreciated that the visual interface returned immediate feedback upon lass selections. The Boolean operations of union, intersection, and subtraction posed some difficulty for them in the beginning, but they fully understood the operations through several trial-and-error trainings finally. Below we summarize their feedback for each method.

- CylinderSelection. All participants felt that results from CylinderSelection are most predictable. Some participants reported that this was highly appreciated because by then they can refine the selections using Boolean operations as expectations. However, we also noticed that the participants showed interests to refine selections at the beginning, but the interests dropped quickly after a few assignments. This reaction was particularly obvious on D2, where the scenes are complex so that participants would need to change viewpoints very often when making refinements. This explains why average completion time of CylinderSelection is slightly less on D2 than on D1.

- SpaceCast. Three participants expressed high praise for SpaceCast on D3, which allowed them to make pretty accurate selections. In fact, most participants would choose SpaceCast as their favorite method if the experiments were conducted on D3. However, all participants felt that SpaceCast was very unpredictable on D1 & D2, even though we had clearly explained the underlying mechanism. Often the results were only a part of what they intended to select. For instance, when the assignment was to select the left wing of an airplane (see Fig. 2), SpaceCast often selected only the engine part. We suspect the reason was that the engine has a slightly higher density of points than the wing.

- LassoNet. Most participants favored LassoNet since the selections best match with their intention. “It seems the method can really understand what I want”, one participant commented. Nevertheless, the participants also figured out that refinement using LassoNet is not as feasible as CylinderSelection. When making refinements, participants often select only a few points at a very close view. In such scenarios, LassoNet tends to select more points that exhibit strong correlations with the target points (e.g., neighboring, symmetric, etc.), see Fig. 12 for an example. They suggested adding Boolean operations in the technique for refinements.

7 Discussion

7.1 Examples

Figure 1 presents a typical example of selection task: in a complex room, users need to three regions of different objects. For conventional CylinderSelection method, users need to adjust viewpoints according to the current region of selection, and also need to refine selections using Boolean operations. Instead, LassoNet can complete the task directly...
We also tried to train a single model for both ShapeNet and S3DIS datasets. As for now, employing different parameter settings for different datasets (probably) identifies similarity features among the chairs and selects all points. The performance drops in comparison with those achieved by LassoNet for target data that exhibit different but related distributions with source data, thereby improving generalizability of the model. Thus, we consider domain adaptation as an important direction for future work.

7.3 Limitations and Future Work

Though the model experiment and user study have demonstrated that LassoNet advances prior methods, there are several limitations.

- All deep neural network models, no matter supervised or unsupervised, require tremendous amounts of training data to generate high prediction accuracy. We tackle this issue using a new dataset with over 30K records generated by professional annotators. It is also feasible to extend this dataset by synthesizing variations from existing records [6]. Yet, there can still be certain scenarios not covered by the training data.

- When making refinements, users would like to select only a few points. As observed by the participants, LassoNet tends to expand the selection to some closely correlated points. A feasible solution here would be to add a conditional statement in LassoNet: when naive selection detects only a few points being selected, LassoNet automatically returns these points as output.

We also identify several promising directions for future work:

- A first and foremost work is to update our backbone network to state-of-the-art deep learning models for processing point clouds. For example, Hermosilla et al. proposed MCCNN that utilizes Monte Carlo up- and down-sampling to preserve the original sample density, making it more suitable for non-uniformly distributed point clouds [14]. We consider MCCNN as an important future improvement to enhance the effectiveness and robustness of LassoNet.

- Second, we would like to develop visual analytics to get a better understanding of what has the network learned, which currently is a ‘blackbox’. As for now, we suspect that the network has modeled several intrinsic properties of point clouds, including i) local point density, as astronomic point clouds exhibit; ii) symmetric property, as indicated by airplane wings; iii) heat kernel signature [4, 34], as the network can segment seat and legs of a chair (Fig. 11 (left)). The issue calls for more visual analytics to ‘open the black box’ [15, 22].

- Last but not least, we would like to incorporate more parameters in the mapping function, such as FOV and stereoscopic projection. Up to this point, we have only modeled viewpoint in terms of camera position and direction, but not other parameters. Modeling these parameters would be necessary and interesting, as it can potentially extend the applicability of LassoNet to many other scenarios, e.g., to improve selection in VR/AR environments (e.g., [17, 35]).

8 Conclusion

We presented LassoNet, a new learning-based approach of lasso-selection for 3D point clouds built upon deep learning. Our approach can be readily applicable to any scenario where one has a set of unordered points ($P$), a 2D surface for visualizing the points ($V$), and a lasso on the surface ($L$). Essentially, LassoNet can be regarded as an optimization process of finding a functional latent mapping function $f(P, V, L) \rightarrow P'_t$ such that $P'_t$ matches best with a user’s intention of selection $P_t$. To learn such an optimal mapping, we created a new dataset with over 30K selection records on two distinct point cloud corpora. LassoNet also integrates a series of dedicated modules including coordinate transformation, intention filtering, and furthest point sampling to tackle the challenges of data heterogeneity and scalability. A quantitative comparison with two prior methods demonstrated robustness of LassoNet over various combinations of 3D point clouds, viewpoints, and lassos in terms of effectiveness and efficiency.
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